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Motivation and Configuration

HPL + MPI in guest or host Step 3 : Test with HPL on MPI

A cluster of “virtual machines” for parallel applications(LQCD group)
Building this type of virtual cluster requires

– Install and configure usual parallel environments
• IB software(OFED) + MPI library + Application(HPL)

– Building a route between MPI processes on VMs
• virtual machines + virtual network

OpenFabrics Software in host

Virtual Network in host

Virtual Machines in host

Virtual Network in guest

Step 2 : IB Software

Step 1 : Construct the “Route”

Types of virtual networks
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Network Virtualization=“Sharing of Network Resources”
Software vs Hardware-based Sharing : SRIOV

SRIOV: Make a physical device appear as multiple virtual devices 
Virtual network solution better than software-based approach

Types of virtual networks

Virtual network solution better than software-based approach
– Less burden in hypervisor, less CPU consumption, more scalability

Question: Does Mellanox adapter in fcl017 support SRIOV?
– Mlx brochures : say yes, but emails to Mlx engineers unanswered

Question: Assuming it does, how do we enable SRIOV?
– Intel 82576 GbE Controllers support SRIOV: modprobe igb max_vfs=2
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Presentation of Mellanox engineer
at 2010 OpenFabrics workshp
Asked how in email: no answer



Software-based Sharing: Constructing the “Path”
Types of virtual networks

Common: bridge created by brctl, interfaces by tunctl
Connection btn interface to vm and interface to IB 

Linux sw bridge
as virtual switch

tap device as
interface to VM Bridged

NAT

Connection by brctl

Connection by linux NAT

Connection by Route Table

InfiniBand

Virtual IB 
Switch

Ethernet

Virtual Ethernet 
Switch

Virtual  HCA

IP
on IB

Virtual  NIC 
1. Create the virtual network

• Virtual Switch
2. Create IPoIB
3. Construct the rtable

• ip route add
4. SSH for Private Network
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Route
Connection by Route Table



1. Create Route Mode Virtual Network
2. Create IPoIB : ifcfg-ib0

Define Route mode virtual network
Linux bridge created by brctl
Interface to VM as tap device by tunctl

Define VM to connect to bridge
MAC addr in XML is used in VM’s eth1

Task 1 : Construct the “Route”

In hosts we create a new interface(ib0) to IB(ifcfg-ib0 handled by IPoIB driver)
This physical interface ib0 creates a subnet 192.168.2.0 between two hosts
The bridge creates a subnet 17.0 (shown in routing table)
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Now we need routing tables



3. Routing Table: Finding the next hop
4. SSH Configuration for PK Authentication 

192.168.17.
0

192.168.17.1 192.168.18.1

17.2 17.3 18.2 18.3

192.168.18.
0

Task 1 : Construct the “Route”

Source Destination

192.168.2.
0

192.168.2.17 192.168.2.18

Static routes in /etc/sysconfig/network-scripts/route-eth1 (or ib0)
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Private IP address
PublicKey Auth in sshd_config



Task 2 : InfiniBand Software

• Software from OpenFabrics Alliance
– Use Mellanox version for firmware update

• The command: install.pl --prefix /usr/local/ofed
• Intensive hacking of this perl script

Task 2 : IB Software

– needed to make sure the install was OK
– rpm -ivh package.src.rpm
– package compile at /root/rpmbuild/BUILD
– rpmbuild -> package.x86_64.rpm
– rpm -ivh package.x86_64.rpm

• All packages processed OK, except for one 
infinipath-psm from the package list
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Hacking infinipath-psm
Task 2 : IB Software

Hardcoded paths for lib and include, replaced by use of
rpm macros, Makefile variable and
command line options to make
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Reported to OFA Forum 
Modifications to infinipath-psm

Task 2 : IB Software
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IB Diagnostic Tools in the OFA
Task 2 : IB Software
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All results look ok and compared with results of lattice QCD (Amitoj Singh)



MPI Library Install and mpirun
• BM use MPI in OFA, but for VM, it’s redundant

– Use standalone MPI: OpenMPI

• Choose network fabric and interface
– mpirun --mca btl openib(host),  tcp(guest)

Task 3 : Test with HPL on MPI

– mpirun --mca btl_tcp_include ib0(host), eth1(guest)

• mpirun : an error trying to initialize IB devices 
– How to increase memlock limit?
– For root, /etc/security/limits.conf
– For me, ulimit –l unlimited, where?

• /etc/init.d/sshd : have to restart sshd sometimes 
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The Cluster is Ready for Tests
• 16 virtual machines on fcl17 and fcl18

– 8 physical cores on each BM, HyperThread off
– All VMs has OpenMPI installed
– Passwordless ssh between each guests

• Hosts have OFA package for InfiniBand

Task 3 : Test with HPL on MPI

• Hosts have OFA package for InfiniBand
– How to connect two different fabrics?

• In Data Link Layer, not possible
• In Network Layer, IPoIB: IP addr to interface to IB

– Virtual bridge in “route mode”: VM plugged
– Host routing tables relay the packets

• Now move on to running MPI applications
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Understanding HPL: Test In Bare Metals
• Measure the MPI performance in FLoatingpoint Operations Per Second
• Question : When do we gain better result?

– when increasing the number of cores and nodes
• Tests with increasing problem sizes within the total capacity of memory

– 24 GB (4GB X 6 DIMMs) in fcl0xx machines
– If smaller problem requires 240 MB, 30 MB will be processed by each of 8 cores
– If larger problem   requires 24  GB,  3 GB   will be processed by each of 8 cores
– Larger problem size produces not good performance due to more communications
– Or suffering from memory transport issue in NUMA? Need to check

• Question: Does each 30 MB(or 3 GB) get assigned in memory closest to core 
that processes it?

– Solution : numactl is used with mpirun, but the result does not improve much!

Task 3 : Test with HPL on MPI

– Solution : numactl is used with mpirun, but the result does not improve much!
– Question: Is numactl actually doing something?
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HPL Test 2: In Virtual Machines
• Next, same HPL test in virtual machines
• How to pin each of 16 VMs on one specific core?
• Again numactl is used but now wrapped by libvirt

– New elements : <cpu tune>, <numa tune> in LV 0.9.X

Task 3 : Test with HPL on MPI
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Currently I am tuning this configuration to extract meaningful results 
from running HPL on 16 virtual machines compared to 16 processes



Plans: Now It’s Optimization

• Performance Optimization
– NUMA well controlled by numactl?
– SRIOV can do better than KVM network
– Inter-VM, is MPI the best to use SHM?

Plans: Optimizations

– Inter-VM, is MPI the best to use SHM?
• How about Multithreading via OpenMP?

• Management Optimization
– Virtual Machines : OpenNebula

• Front-end on fcl017 with 16 cluster nodes(VMs)

– System/User File Sharing
• Puppet : Configuration Manager
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Puppet Test for
File Sharing

Plans: Optimizations

16



Optimization 1 : NUMA
• Question: Does numactl do the best?
• Question: How is the mapping decided?

– The numactl source code : just looks at /sys/devices/system/node
– Is this mapping the most optimized?
– Is it equivalent to the real configuration?
– Question: Any way to verify the effect of numactl?

• Don Holmgren old experience writing a program to check the mapping of 

Plans: Optimizations

• Don Holmgren old experience writing a program to check the mapping of 
virtual memory space of a process to physical memory. 
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Optimization 2 : SRIOV
• Two things I can do before Mellanox SRIOV 

1. Use Intel GbE 82576 controllers
• modprobe igb max_vfs =2 

Plans: Optimizations

2. Trying SRIOV with our current Mellanox adapters
• Says mlx4_core does it
• modprobe mlx4_core max_vfs=2 : crashes
• /rpmbuild/SOURCES/ofa_kernel/drivers/net/mlx4/main.c

– to find correct name if any, unsuccessful

• A patch in RHEL5.5 to enable SRIOV in mlx4_core
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Optimization 3 : MultiThreading

• Will write a small parallel program that can 
be implemented both by MPI and OpenMP

• And compare

Plans: Optimizations
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Overall Control by a python script
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Summary

• Cluster of virtual machines for MPI is ready!
– For now with KVM(virtual networks) on IB
– Later with SRIOV on InfiniBand

• Now tuning the cluster using HPLinpack• Now tuning the cluster using HPLinpack
• Looking into OpenNebula and Puppet

– For management optimization

• Python script for initialization/maintenance
• Technical Note is being prepared now
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